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10-minute read

Artificial intelligence (AI) is already making its mark in healthcare, but keeping up with its rapid 
evolution can be challenging. This paper provides practical comparisons of AI technologies 
and a framework to help you critically assess AI tools to ensure they’re the right fit for your 

team and organization, prioritizing safety and considering the potential risks.

Mastering AI in clinical decision support: 
Practical insights and evaluation strategies
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Introduction
A growing demand for AI in healthcare

Artificial intelligence (AI) continues to build momentum across 
industries, and healthcare is seeing growing demand. In clinical 
decision support systems, AI offers real value—from streamlining 
workflows to enhancing “findability” of clinical evidence. By 
reducing administrative burdens around repetitive, time-
consuming tasks, AI can enable clinicians to focus on delivering 
high-quality, patient-centered care.

Breaking down barriers in AI complexity

Despite promising benefits, there is still some hesitancy 
around AI adoption in clinical decision support. This caution 
isn’t unfounded. The rapid development of AI technologies, 
combined with a lack of unified guidance makes it challenging 
for healthcare leaders to navigate the evolving landscape. The 
complexity of AI models also raises concerns about their safe 
use in clinical settings, as understanding how these models 
generate information can be difficult.1 Tool immaturity, regulatory 
uncertainty, and limited AI literacy are all cited as key barriers to 
AI adoption in healthcare.2 

So, how can clinicians and healthcare leaders navigate 
this complex landscape safely and effectively? The key to 
preparedness lies in understanding the technology behind AI 
tools and being equipped with practical strategies to critically 
evaluate their use in clinical practice. 

Actionable insights to guide your decisions

We aim to bridge the gap by offering actionable insights and 
a practical framework designed specifically for clinicians, 
healthcare leaders, and healthcare informatics professionals.

This paper is designed to: 

 – Guide you through the technology behind AI tools in  
clinical decision support 

 – Highlight the risks and safety considerations that must  
be addressed 

 – Provide critical strategies to ensure informed  
decision-making 

 – Address how to combat the inappropriate use of AI and 
dispel common misconceptions around what constitutes 
safe and ethical implementation

Whether you’re a clinician exploring AI-supported tools for 
clinical decision support or a healthcare leader seeking new 
ways to integrate AI into your organization, this paper provides 
practical guidance to help you assess these technologies. With 
clear strategies and frameworks, you can ensure AI is both 
effective and ethical for your healthcare practice.
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The evolution of artificial intelligence
Artificial intelligence (AI) has been around for many years and has evolved from an ambitious concept into a powerful tool with rapid 
advances, offering opportunities in healthcare to improve patient outcomes, streamline operations, and unlock new insights from 
complex datasets. 

Figure 1 outlines key milestones in the development of AI, from its origins to advanced generative models and the vision of artificial 
general intelligence. These milestones highlight how AI has progressed from simple reasoning tasks to sophisticated models capable 
of learning and creating.3 

Today, AI technologies are transforming clinical workflows, enabling healthcare operations, patient engagement, research and 
development, and much more.  Understanding this evolution allows healthcare leaders, clinicians and clinical informatics specialists 
to be informed consumers as they harness AI to innovate and shape the future of medicine.

Figure 1:

Evolution of artificial intelligence

AI: Engineering 
computer 
systems or 
algorithms to 
perform tasks 
that typically 
require human 
intelligence

Originated in 1956

 – Reasoning

 – Learning

 – Problem-solving

 – Recognizing 
patterns

Machine 
learning (1970s)

Algorithms detect 
patterns in large 
data sets.

Predictions made 
by processing 
data instead of 
relying solely on 
programmed facts

Deep learning  
(2012 - present)

Advanced machine 
learning using 
data connections, 
inspired by neurons 
in the brain  
(neural networks).

Increasingly 
sophisticated 
predictions

Generative AI  
(2018 - present)

Machine learning 
leveraging very large 
neural networks 
(hundreds of billions 
of neurons).

Able to learn 
abstract patterns, 
language models 
applied to interpret 
and create text, 
video, images  
and data.

Artificial 
general 
intelligence 
(future)

AI systems possess 
capabilities 
comparable to  
a human.

Not yet achieved
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Understanding the technology 
behind AI tools

Benefits of LLMs Limitations of LLMs

Excellent for idea generation and drafting nonclinical content Has no knowledge of information or events arising after the date of 
their last training. May be unaware and unable to process new studies, 
findings, or recent developments

Proficient at summarizing and organizing text succinctly Training data can contain inaccuracies or biases from unverified 
sources, such as social media posts or personal blogs

Useful as an editorial assistant or a “word calculator,” helping refine 
written communication

Lack reliable citations for their outputs and struggle with producing 
precise calculations

Built for general-purpose applications, making them adaptable to a 
variety of needs

Parrot information without critically synthesizing it, increasing the risk 
of “hallucination” (the generation of false information)

Perform inconsistently in non-English languages, creating the illusion 
of fluency when training data is primarily in English

Not specifically trained or fine-tuned for clinical or healthcare-related 
tasks, limiting their utility in specialized scenarios

As AI becomes more widely adopted in healthcare, the technology continues to advance, and misconceptions about the capabilities 
of AI tools can hinder their effective use. Among these technologies, Large Language Models (LLMs) and Retrieval-Augmented 
Generation (RAG) systems have gained prominence due to their ability to handle complex data and language tasks. Each operates 
differently, with unique strengths and limitations. Understanding these differences is important for clinicians, healthcare leaders, and 
informatics specialists aiming to integrate AI into their work and organizations effectively. 

Figure 2:

Large Language Models (LLMs) 
Key features

LLMs are stand-alone generative AI models designed to  
respond to questions or prompts with fluid, human-like 
communication. These systems operate by analyzing 
statistical patterns in their training data to predict and 
assemble responses. While highly sophisticated in their 
language output, LLMs do not critically appraise the validity 
of the information they use to create a response. Examples 
of LLMs include ChatGPT and Claude, among others.

Training Process

LLMs are trained using billions of data points, often referred 
to as a “black box” due to the vast, unverified scope of 
information involved. It is widely assumed that these training 
datasets include diverse sources from across the internet. 
However, this training lacks transparency, leaving gaps in the 
understanding of specific input data. Figure 2 details the 
benefits and limitations of LLMs.
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Retrieval-Augmented Generation  
(RAG) systems

Key features

RAG systems take a distinct approach by pairing AI 
LLMs with search capabilities. These systems are 
designed to retrieve and summarize information 
from a designated dataset in real time. With this 
method, RAG systems prioritize accuracy and 
currency by using a controlled corpus as their 
information source. The models used as components 
of RAG are typically smaller and specialized, each 
assigned a specific role to maintain precision and 
focus. They can be adapted to accommodate 
specific types of content. RAG systems require 
ongoing quality and performance monitoring. Figure 
3 details the benefits and limitations of RAG systems.

Benefits of RAG Systems Limitations of RAG Systems

Responses are sourced directly from a defined information corpus, 
ensuring reliability and relevance

The accuracy and quality of responses depend entirely on the integrity 
and composition of the underlying content

Answers are generated in real time, reflecting the most current 
information available in the source data

Requires ongoing monitoring and maintenance to ensure optimal 
performance and data relevancy

The system cites its sources, providing transparency and traceability 
to its output

Offers customization by adapting to accommodate specific types of 
content or datasets. 

Reduces the risk of hallucinations or biased outputs by answering 
only when validated data is available

Figure 3:
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Theme RAG LLM

Source and quality of information
 – Underlying corpus is its sole  

information source
 – Training data is its information source 

and may contain unreliable or biased 
information (Reddit, blogs, social media)

Access to current information
 – Responses are generated in real time; 

has access to the most current content 
in its corpus

 – Has no knowledge of information  
published after the last training date  
(may be out of date)

Citation transparency  – Cites its sources  – Cannot reliably cite its sources

Risk of error

 – Significantly lower risk of hallucination 
or bias

 – Tasked with answering only if it can find 
the information in the source data

 – Sometimes puts together false  
information in its effort to create a  
response (hallucination)

Figure 4: RAG systems vs. LLM

Theme

Source and quality of information

Access to current information

Citation transparency

Risk of error

Choosing the right tool

When integrating AI technologies into healthcare, 
it’s essential to match the tool to the task. LLMs 
may serve as efficient assistants for creative and 
administrative roles, while RAG systems, with their 
precision and transparency, can fill the gaps for 
clinical and evidence-backed tasks. Both systems 
have transformative potential, but their impact 
depends on informed usage and an understanding 
of their inherent limitations. Figure 4 clarifies the 
differences between RAG models and LLMs.

7



Key tips for evaluating AI tools  
for clinical decision support

Figure 5:

Is the tool solving a real 
need or problem?

Is the AI approach 
effective and tailored 
to the use case?

What is the source, 
composition, breadth, 
and depth of the 
underlying content? 

How has clinician 
expertise shaped 
product development?

What is the safety, 
quality, validation, and 
oversight process?

Not all AI tools are built for purpose, making it important for organizations to critically assess and evaluate these tools to ensure they 
align with their goals and standards. We have built a practical framework of 5 key factors to consider as you evaluate AI tools for 
clinical practice in your team or organization:

Problem 
relevance: 

 AI approach  
and suitability: 

Information quality  
and traceability:

Clinician 
involvement:

Safety 
oversight:

1

2

3
4

5
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1. Problem relevance
Is the tool solving a real need or problem?

The application of AI must address real, tangible challenges to be 
meaningful. Healthcare and IT leaders need to ask whether the 
AI tool is specifically designed to solve a real need or problem, 
such as speeding up access to information, accelerating 
decision-making processes, or reducing administrative 
burdens. Only by targeting real pain points will AI tools empower 
healthcare teams to offer enhanced care and foster better 
patient outcomes. 

2. AI approach and suitability 
Is the AI approach effective and tailored to the use case?

When evaluating tools for clinical practice, it’s essential to 
understand how the AI is used, whether it’s been designed for 
healthcare-specific needs, and if AI is indeed truly the best 
solution for the task at hand. General AI models, like standalone 
LLMs, aren’t ideal for clinical use without refinement. To be 
effective for clinical decision support, LLMs must be paired 
with a validated content set that ensures reliable information, 
fine-tuned appropriately for the specific types of questions that 
clinicians ask, and equipped with guardrails to handle questions 
the AI may struggle to answer accurately.

General-purpose LLMs can be helpful for low-risk, administrative 
tasks. RAG technology is a safer alternative for clinical 
scenarios that require precision, such as calculating drug 
dosages or determining intravenous (IV) compatibility. 
Focused attention and specialized testing can decrease risk 
of errors, such as missing critical steps in a procedure, or 
unintentional combining of drug indications. Always evaluate the 
tool’s design, purpose, and testing process to ensure it meets 
the specific needs of your team or organization.

3. Information quality and traceability:
What is the source, composition, breadth, and depth of the  
underlying content?

The information AI tools generate is highly dependent on its 
underlying knowledge source. For clinical AI tools to be useful, 
accurate, and trustworthy, special attention must be given to 
the content they search or are trained with. Consumers should 
examine the depth, breadth, and composition of the content 
being leveraged. Is it expert-curated? What is the update 
frequency? Is it full text or is the tool relying on abstracts/partial 
information? How are changes, errata, or corrections handled? 
Rigorous content data curation rooted in peer-reviewed research 
and clinical guidelines ensures credibility. 

Additionally, transparent access to the specific text being 
cited facilitates explainable AI (XAI). It allows clinicians and 
stakeholders to fact check AI-generated answers with the 
original sources ensuring results are reliable and aligned with 
real-world medical practices.

4. Clinician Involvement:
How has clinician expertise shaped product development?

Are there clinicians on the product development team? In what 
capacity? A partnership between clinicians and data scientists 
across the development and deployment stages of AI tools 
is non-negotiable. Clinicians need to actively contribute their 
expertise to shape both algorithms and workflows, ensuring 
tools align with the realities of patient care. The language of 
healthcare is nuanced. Beyond development, clinicians should 
support ongoing evaluation by testing the tools in diverse 
clinical scenarios, reinforcing their practicality and reliability. 
This partnership ensures that AI supports and enhances human 
judgment rather than attempting to replace it.

5. Safety oversight:
What is the safety, quality, validation, and oversight process?

Safety oversight is a critical factor for any clinical AI tool. Each 
stage of development should incorporate validation processes 
to minimize risks and maximize accuracy. Regular performance 
assessments, both automated and clinician expert-led, are key to 
ensuring quality does not falter over time or with changes to the 
system. Ask vendors about their initial and ongoing safety and 
quality program. A deliberate focus on safety ensures the use of 
AI contributes positively to patient outcomes while maintaining 
the integrity and quality expected in clinical environments. This is 
especially important given current gaps in defined standards or 
thresholds related to use of AI for non-medical device decision 
support solutions.
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Conclusion
While AI is not a magic bullet, its potential to enhance clinical decision-making is undeniable when implemented thoughtfully and 
responsibly. However, in a rapidly evolving technological landscape, clinicians and healthcare leaders must approach AI tools critically 
and with a well-informed perspective to prevent inappropriate use and ensure ethical, safe practices.

By asking the right questions, healthcare teams can ensure that the AI tools they adopt leverage high-quality data sources, undergo 
robust clinical validation, and adhere to strict safety oversight processes. When implemented appropriately, AI has the potential to 
streamline workflows in clinical decision support systems, helping clinicians access the right information, faster.

Ultimately, AI should be seen as a tool that complements—not replaces—the expertise of healthcare professionals. By maintaining this 
balance, healthcare organizations can create models of care that meet the needs of clinicians while ensuring safety and trust for the 
patients they serve.

What’s next?
Learn more about the Micromedex approach to AI at merative.com/clinical-decision-support/ai 

Got 15 minutes? Watch the webinar for focused insights:
Access the webinar on-demand to explore how AI can unlock greater value from clinical evidence for a deeper understanding of its 
potential in daily clinical practice.

Access the webinar
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